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(57) ABSTRACT

A detection unit detects connection status information of the
plurality of information processing terminals and a genera-
tion condition for data in the information processing termi-
nals. A derivation unit derives a predicted data amount pre-
dicted to be uploaded in a unit time to the information
processing apparatus and a processable data amount that the
information processing apparatus is capable of processing in
a unit time based on at least one of the connection status
information or the generation condition. A request unit makes
arequest to at least one information processing terminal, in a
case where the predicted data amount exceeds the process-
able data amount, to change the generation condition for data
in the at least one information processing terminal in order to
lower a data amount.
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INFORMATION PROCESSING APPARATUS,
DATA DISTRIBUTION SYSTEM, METHOD OF
CONTROLLING INFORMATION
PROCESSING APPARATUS, AND STORAGE
MEDIUM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a data distribution system
that makes data upload and download possible for a plurality
of client devices connected to a server device via a network,
and to a control method thereof.

2. Description of the Related Art

Due to progress in electronic computers, various software
for making processing via a network possible has come to be
installed on business equipment such as copy machines and
the like, and on imaging devices for family use such as digital
cameras, and the like. So, it is possible for these devices to
connect to Internet services set up on the Internet as client
devices. These client devices have functions for performing
transmission and reception of data via the Internet with a
server device. Also, the server device has functions for storing
data transmitted from the client device, and also for transmit-
ting data to a client device in accordance with a request.

In a case where an Internet service is provided to such a
client device, it is necessary to use Internet technologies as
typified by URL and HTTP as a base. URL is an abbreviation
for Uniform Resource Locator, and is a describing method for
indicating a location of data that exists on the Internet. A URL
comprises an information access scheme, a server address, a
port number, a path, and the like. HT'TP is an abbreviation for
Hypertext Transfer Protocol, and is a protocol used when a
server device and a client device transmit and receive data
specified by a URL. Various data exchange can be performed
between a server device and a client device with HTTP.

Distributed processing techniques for causing a processing
load to be distributed by using these Internet technologies and
preparing a plurality of server devices in order to process
access requests from numerous client devices on the server
device side are known.

Thus, it can be thought that devices sold to general con-
sumers in large numbers such as compact digital cameras, and
the like, will increasingly be connected to Internet services as
client devices. Accordingly, a higher level of load distribution
capability will be required on the server device side.

Specifically, the case in which an image streaming social
network service (hereinafter referred to as image SNS ser-
vice) is provided for sharing photograph images in real time
using a network supporting digital camera can be given as an
example. In such a service, it is necessary to perform trans-
mission and reception processing of images between a plu-
rality of client devices and a server device in almost real time
in order to share between users a plurality of images captured
by a plurality of users as a sequential flow (stream). However,
in a case where the number of client devices that successively
transmit images increases, it is insufficient to only increase
processing capability with distributed processing techniques
on the server device side in order to maintain a constant image
distribution time from the server device to another client
device. This is because there is a limit to how many access
requests from client devices, which can increase without
bounds compared to the number of units, can be accommo-
dated by only increasing efficiency on a relatively limited
number of server devices.

Accordingly, a delay in image distribution time to another
client device (user) participating in the service is forced to be
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accepted in this kind of image SNS service at a stage where
processing capability expansion of the server device has
reached a limit. In other words, in a service, such as an image
SNS service, which must expect a large number of client
devices connecting, it is problematic to attempt to maintain a
responsiveness capability for the system on the whole by
methods of performing efficiency improvement on the server
device side alone. For this reason, there is a necessity to
realize efficiency improvement on the client device side using
some kind of method.

The following technique is presented in order to address
the challenge of having not only a server device but also a
client device handle a particular role in order for the system on
the whole to efficiently process an increasing number of
processing requests.

Firstly, in Japanese Patent Laid-Open No. 2011-114699, a
technique in which terminal related settings are automatically
changed in order that a terminal (client device) receive infor-
mation distribution from other terminals (client devices)
within the same hub in place of'a server device in a case where
the terminal entered an idle state is recited.

Also, in Japanese Patent Laid-Open No. 2003-008977, a
technique in which camera (client device) settings are
changed by transmitting capture advice information from a
server device to a camera (client device) that can transmit a
captured image to the server device is recited.

However, in the technique recited in Japanese Patent Laid-
Open No. 2011-114699, a case in which a terminal (client
device) that entered a sleep (rest) state is disconnected from
the network is expected, and so an increase in active state
terminals cannot be handled. Generally, in an image SNS
service, because digital cameras maintaining an active state in
order to capture a photograph are client devices, this tech-
nique cannot solve the problem in the aforementioned image
SNS service.

Also, the technique recited in Japanese Patent Laid-Open
No. 2003-008977 has an object of generating advice infor-
mation on the server device based on an image that a camera
uploaded, and changing target camera settings based on that
information. In other words, the settings of the client device
camera are changed based on information that the camera
itself captured, and are not updated based on a load of the
server device, or the like. Accordingly, in the technique
recited in Japanese Patent Laid-Open No. 2003-008977,
changing of client device settings in accordance with a load
status on a server device side cannot be carried out.

SUMMARY OF THE INVENTION

Some embodiments of the present invention provides a
data distribution system for improving processing efficiency
for a system on the whole by adjusting processing on a client
device side in accordance with a current load status of a server
device, and a control method thereof.

According to one embodiment, an information processing
apparatus which is connected to a plurality of information
processing terminals via a network comprises: an acquisition
unit configured to acquire data that is uploaded from at least
one of the plurality of information processing terminals; a
detection unit configured to detect connection status informa-
tion of the plurality of information processing terminals and a
generation condition for data in the information processing
terminals; a derivation unit configured to derive a predicted
data amount predicted to be uploaded in a unit time to the
information processing apparatus and a processable data
amount that the information processing apparatus is capable
of processing in a unit time based on at least one of the
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connection status information or the generation condition;
and a request unit configured to make a request to at least one
information processing terminal, in a case where the pre-
dicted data amount exceeds the processable data amount, to
change the generation condition for data in the at least one
information processing terminal in order to lower a data
amount.

According to another embodiment, a data distribution sys-
tem has a plurality of information processing terminals and an
information processing apparatus which is connected to the
plurality of information processing terminals via a network,
wherein the information processing apparatus comprises: an
acquisition unit configured to acquire data that is uploaded
from at least one of the plurality of information processing
terminals; a detection unit configured to detect connection
status information of the plurality of information processing
terminals and a generation condition for data in the informa-
tion processing terminals; a derivation unit configure to
derive a predicted data amount predicted to be uploaded in a
unit time to the information processing apparatus and a pro-
cessable data amount that the information processing appa-
ratus is capable of processing in a unit time based on at least
one of the connection status information or the generation
condition; and a request unit configured to make a request to
at least one information processing terminal, in a case where
the predicted data amount exceeds the processable data
amount, to change the generation condition for data in the at
least one information processing terminal in order to lower a
data amount.

According to still another embodiment, a method of con-
trolling an information processing apparatus which is con-
nected to a plurality of information processing terminals via a
network comprises acquiring data that is uploaded from at
least one of the plurality of information processing terminals;
detecting connection status information of the plurality of
information processing terminals and a generation condition
for data in the information processing terminals; deriving a
predicted data amount predicted to be uploaded in a unit time
to the information processing apparatus and a processable
data amount that the information processing apparatus is
capable of processing in a unit time based on at least one of the
connection status information or the generation condition;
and making a request to at least one information processing
terminal, in a case where the predicted data amount exceeds
the processable data amount, to change the generation con-
dition for data in the at least one information processing
terminal in order to lower a data amount.

According to yet another embodiment, a non-transitory
computer-readable storage medium stores a program for
causing a computer which is connected to a plurality of infor-
mation processing terminals via a network to: acquire data
that is uploaded from at least one of the plurality of informa-
tion processing terminals; detect connection status informa-
tion of the plurality of information processing terminals and a
generation condition for data in the information processing
terminals; derive a predicted data amount predicted to be
uploaded in a unit time to the information processing appa-
ratus and a processable data amount that the information
processing apparatus is capable of processing in a unit time
based on at least one of the connection status information or
the generation condition; and make a request to at least one
information processing terminal, in a case where the pre-
dicted data amount exceeds the processable data amount, to
change the generation condition for data in the at least one
information processing terminal in order to lower a data
amount.
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Further features of the present invention will become
apparent from the following description of exemplary
embodiments (with reference to the attached drawings).

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block view for showing a hardware configura-
tion of a client device and a server device in a data distribution
system of one embodiment of the present invention.

FIG. 2 is a block diagram for showing a main functional
configuration of the client device of the present embodiment.

FIG. 3 is a block diagram for showing a main functional
configuration of the server device on the present embodiment.

FIG. 4 is a view for showing a processing sequence
between client devices in a case where the server device does
not perform a load adjustment.

FIG. 5 is a view for showing an example of a processing
sequence between client devices in a case where the server
device does perform a load adjustment.

FIG. 6 is a view for showing a structure of data for stream
management in the server device.

FIG. 7 is a view for showing a structure of data for client
device management in the server device.

FIG. 8 is a flowchart for describing load adjustment pro-
cessing in the server device.

FIG. 9 is a view for showing an example of an operation/
display panel in a case where the client device is a digital
camera in a fourth embodiment.

FIG. 10 is a view for showing an example of a processing
sequence between the server device and the client device in a
fifth embodiment.

DESCRIPTION OF THE EMBODIMENTS

As described above, in an image SNS service, in order to
process processing requests, that have increased in number,
efficiently for the system as a whole, it is desirable that some
kind of a role is caused to be handled on the client device side
as well, and not just by distributed control on a plurality of
server devices. In a first embodiment of the present invention,
processing efficiency can be improved for the system on the
whole by adjusting a processing condition of the client device
in accordance with a load status of the server device.

Hereinafter detailed explanation will be given based on
embodiments of the present invention using the attached
drawings. Note, the configuration shown in the following
embodiment is only an example, and the present invention is
not limited to the illustrated configuration.

The present invention relates to a data distribution system
that realizes an image SNS service. Specifically, in this sys-
tem, a plurality of client devices are connected via a network
to the server device, and data uploaded from a first client
device to the server device is downloaded to a second client
device. One embodiment realizes following functions to
improve for improving processing efficiency for the system
on the whole by adjusting a data generation condition on the
client device side in accordance with the current load status of
the server device. Firstly, number-of-devices information and
upload frequency information of first and second client
devices that perform upload and download is acquired. Fur-
thermore, an upload target data generation condition preset
for each client device that performs upload is acquired. Next,
according to the number-of-devices information, frequency
information and generation condition, a predicted load that
will occur due to data distribution by the server device is
calculated. Furthermore, according to the load status due to
processing other than data distribution by the server device,
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the number-of-devices information, the frequency informa-
tion and the generation condition, a target load relating to data
distribution by the server device is calculated. Next, in order
that the predicted load satisfy the target load, the generation
condition on the first client device is changed.

<First Embodiment>

FIG. 1 is a block view for showing a hardware configura-
tion of a computer apparatus 100 used as a client device and
as aserver device in a data distribution system of one embodi-
ment of the present invention. In the same figure, numeral 101
denotes a Central Processing Unit (CPU) for controlling the
computer apparatus 100 on the whole. Numeral 102 denotes
a Read Only Memory (ROM) for storing programs and
parameters that do not need to be changed. Numeral 103
denotes a Random Access Memory (RAM) for temporarily
storing programs and data provided from external appara-
tuses and the like. Numeral 104 denotes an external storage
apparatus that may include a hard disk, a memory card or the
like connected to the computer apparatus 100. Numeral 105
denotes an interface (I/F) with an input device (not shown) for
receiving user operations and inputting data such as a point-
ing device or a keyboard. Numeral 106 denotes an I/F with an
output apparatus (not shown) for displaying data that the
computer apparatus 100 maintains and supplied data.
Numeral 107 denotes a network I/F for connecting a network
line (not shown) to the Internet or the like. Numeral 108
denotes a system bus connected so that each of the units 101
through 107 can communicate with each other.

Client Device Configuration

Explanation will be given for a function realized in a case
in which the computer apparatus 100 shown in the above
described FIG. 1 is used as a client device 200 of the present
embodiment. FIG. 2 is a block diagram for showing a main
functional configuration in a case where the computer appa-
ratus 100 shown in FIG. 1 is used as the client device 200. For
the client device 200, a digital camera which is an image
capturing device capable of capturing still images and video
is assumed. The client device 200 is identified by other
devices by device identification unit having a function for
identifying a particular device as is typified by an IP address.
Hereinafter, detailed explanation will be given for each part
that constitutes the client device 200.

A client OS unit 201 enables software to handle each type
ofhardware constituent element constituting the client device
200 abstractly as computer resources. Because the client OS
unit 201 exists, other software components that operate on the
client device 200 need not perform direct control of hardware.
A client application unit 202 has functions that are unique to
the type of the client device 200, and functions that are pro-
vided to a user. Here, because the client device 200 is a digital
camera, functions such as image capture/save/edit/display,
and control of settings related to image capture can be con-
sidered to be the functions unique to the type of device. The
client application unit 202 is software for realizing these
functions.

A client data analysis unit 203 analyzes data transmission
requests from the client application unit 202, transfers them to
aclient data transmission unit 204, and also analyzes process-
ing requested from a client data receiving unit 207 and trans-
fers it to the client application unit 202. In a case where the
client application unit 202 performs a data transmission
request via a network to the server device, firstly the client
data analysis unit 203 accepts the request. Next, the client
data transmission unit 204 drives hardware that performs
network processing via the client OS unit 201. Specifically, in
the client data analysis unit 203, the client data transmission
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unit 204 converts a format of data that the client application
unit 202 requests into a format that can be processed.

Here, explanation is given for processing in a case where
the client device 200 uploads a captured image to the server
device on the network. Firstly, the client application unit 202
makes a request to the client data analysis unit 203 to upload
a processing target image as a file to be saved in a particular
logical group (stream) that the server device on the network
provides. When this is done, the client data analysis unit 203
analyzes this request, and generates transmission data includ-
ing a host name and IP address corresponding to the actual
server device, a transmission destination address end point
URL and image information in a format conforming to HTTP.
The client data analysis unit 203 adds data to/acquires data
from the server device having a specific address in this way.
Similarly, the client data analysis unit 203, having received a
request from the client application unit 202, also realizes a
function for transmitting setting information related to cap-
ture to the server device that the client application unit 202
manages.

The client data transmission unit 204 transfers the process-
ing request from the client data analysis unit 203 to the client
OS unit 201. For example, the client OS unit 201 is controlled
based on the transmission destination and the transmission
data that the client data analysis unit 203 converted. Specifi-
cally, the control of establishing a TCP/IP session and trans-
mitting actual HTTP data is performed.

A client data management unit 205 manages data (target
data) that the client application unit 202 handles using a client
data retention unit 206. The client data retention unit 206 is,
specifically, a non-volatile memory or a hard disk built into
the device, and a storage region for actually retaining data is
controlled by the client data management unit 205. Note,
target data in the client device 200 (digital camera) is, spe-
cifically, captured image data.

The client data receiving unit 207 receives requests dis-
patched from the server device. A request from the server
device on the network is received via the client OS unit 201,
and reaches the client data receiving unit 207. The client data
receiving unit 207, having received the data, transmits it to the
client data analysis unit 203. Here, explanation will be given
for processing in a case where there was an HT'TP connection
from the server device on TCP/IP port number 80 which the
client OS unit 201 set up. In this case, analyzing an HTTP
URL or header, or a payload, or the like, and transmitting to
the client data analysis unit 203 are roles of the client data
receiving unit 207. The client data analysis unit 203, having
received the data, analyzes its content, organizes information
that should be processed and transmits to the client applica-
tion unit 202. For example, setting information related to
capture requested by the server device is received via the
client data receiving unit 207 and the request content is trans-
mitted, having been converted to a format that the client
application unit 202 can interpret.

The client device 200, by taking the above described soft-
ware configuration, not only transmits requests and data to the
server device on the network, but also has a function by which
it can receive and process a request from the server device.

The client application unit 202 in the client device 200 also
has a function for participating in an image SNS service that
the server device provides. Here, the server device provides
information for identifying logical unit streams for sharing
image data via the network to the client application unit 202.
The client application unit 202 of the client device 200 par-
ticipates in the following two roles with respect to streams
provided by the server device. First is the role of performing
browsing without performing provision of images to the
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stream. In this case, the client device 200 is not necessarily a
digital camera, and may be a normal portable terminal, a
display apparatus, or the like. The other role is of performing
not just browsing but also adding of an image to the stream in
acase where the client device 200 is a device that has an image
generation capability such as a digital camera. The client
application unit 202 determines by what kind ofrole and what
kind of stream to participate in.

Server Device Configuration

Explanation will be given below for a function realized in
a case where the computer apparatus 100 shown in above
described FIG. 1 is used as a server device 300. FIG. 3 is a
block diagram for showing a main functional configuration in
a case where the computer apparatus 100 shown in above
described FIG. 1 is used as the server device 300. A device for
providing an image stream type social networking service
(image SNS service) that shares captured images in real time
using a digital camera which is a client device 200 that sup-
ports a network is assumed for the server device 300. On the
image SNS service, a plurality of photographs captured by a
plurality of users can be shared between client devices (be-
tween users) as a sequential flow (stream). Accordingly, the
server device 300 has a function for handling images almost
in real time between the plurality of client devices. Note, the
server device 300 is identified by other devices by device
identification unit having a function for identifying a particu-
lar device as is typified by an IP address. Hereinafter, detailed
explanation will be given for each part that constitutes the
server device 300.

A server OS unit 301 enables software to handle each type
of hardware constituent element constituting the server
device 300 abstractly as computer resources and has func-
tions that are basically similar to the client OS unit 201 of the
client device 200. Because the server OS unit 301 exists, other
software components that operate on the server device 300
need not perform direct control of hardware. The server OS
unit 301 is able to determine a processing status of the CPU
101, the system bus 108, the network I/F 107 and the like
within the apparatus (shown in FIG. 1) when it is necessary to
perform control related to hardware of the server device 300.
Specifically, the server OS unit 301 can report a status of the
processing load in each part of hardware that constitutes the
server device 300 which is the computer apparatus 100 in
accordance with a request of other software comprised in the
server device 300.

A server application unit 302 has functions that are unique
to the image SNS service in the server device 300, and spe-
cifically is software for performing control of streaming man-
agement/receiving/saving/searching/transmitting images for
streaming, and so on. Details of processing performed in the
server application unit 302 will be explained later using FIG.
4, FIG. 5 and FIG. 8.

A server data analysis unit 303 receives a data analysis
request from the server application unit 302 and makes a
request for processing to a server data transmission unit 304.
In a case where the server application unit 302 makes a data
transmission request to the client device via the network,
firstly the server data analysis unit 303 receives that request.
After that, the server data transmission unit 304 drives hard-
ware for performing network processing via the server OS
unit 301. In other words, the server data analysis unit 303
performs processing for converting a format of data that the
server application unit 302 requests into a format that the
server data transmission unit 304 can process.

Here, explanation will be given for an operation of the
server application unit 302 in the server device 300 that pro-
vides the image SNS service. In a case where the server
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application unit 302 determines that it is necessary to change
setting information related to capturing for a specific client
device, the following processing is performed. The server
application unit 302 transmits information related to a device
identification unit for identifying the specific client device
and setting change contents to the server data analysis unit
303. When this is done, the server data analysis unit 303
analyzes this request and generates a transmission destination
address which is an actual host name and IP access corre-
sponding to the client device and transmission data in a for-
mat that the client device can receive. Next, the server data
transmission unit 304 transmits the processing request from
the server data analysis unit 303 to the server OS unit 301. For
example, the server data analysis unit 303 controls the server
OS unit 301 based on the transmission destination address
and transmission data that it converted. Specifically, control
of establishing a TCP/IP session and transmitting the actual
data is performed.

A server data management unit 305 manages main data
retained by the server device 300. A server control data reten-
tion unit 308 retains data related to load distribution control of
the server device 300 and the client devices. Details of data
retained by the server control data retention unit 308 will be
explained later using FIG. 6 and FIG. 7. A server shared data
retention unit 306 retains logical unit streams for sharing
images via the server device 300 amongst client devices and
data shared between client devices. The server control data
retention unit 308 and the server shared data retention unit
306 perform saving of data using non-volatile memory or a
hard disk connected to the server device 300.

A server data receiving unit 307 receives requests dis-
patched from the client device. A request from the client
device on the network is received via the server OS unit 301
and reaches the server data receiving unit 307. The server data
receiving unit 307, having received the data, converts it into a
format that the server data analysis unit 303 can process.
Here, explanation will be give for processing in the case
where there was an HI'TP connection from an external device
to the server OS unit 301 on the TCP/IP port number 80. In
this case, analyzing an HTTP URL and header or a payload or
the like, and transferring to the server data analysis unit 303
are roles of the server data receiving unit 307.

The server device 300 can provide multiple streams to the
client device, each stream being a unit to which logical data
flows are grouped. Information needed to configure such a
stream (stream information) is stored in the server control
data retention unit 308 and managed by the server data man-
agement unit 305. Stream information may be such things as,
for example, a list of client devices that are currently partici-
pating in the stream or a list of images that are saved in the
stream.

The server device 300, by taking the above described con-
figuration, not only receives requests from a client device on
the network but also has a function by which it can cause
processing to be performed by transmitting a request to the
client device.

The server application unit 302 provides multiple streams
to the client device by controlling the server data analysis unit
303 according to information retained in the server control
data retention unit 308 that the server data management unit
305 manages. Unique identifier information is attached to
each stream and stored in the server control data retention unit
308. The client device can identify a stream that it is partici-
pating in by this identification information. Also, the server
device determines whether the client device performs image
data adding (upload) or only performs acquisition (down-
load), and records the result of this determination along with
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device identification information for identifying the client
device into the server control data retention unit 308.

Also, the server application unit 302 determines whether
image generation condition (conditions for generating
images to be added or added-image conditions) settings
should be changed in each client device from a status of the
current processing load acquired from the server OS unit 301
and data stored in the server control data retention unit 308.
Also the server application unit 302 can make a request that
the added-image conditions be changed to each client via the
server data analysis unit 303 and the server data transmission
unit 304.

Processing Sequence

Below explanation will be given for a main processing
sequence in the client device and the server device in the
present embodiment.

Firstly, a processing sequence for a case where the server
device does not perform load adjustment is shown in FIG. 4.
InFIG. 4, numerals 401, 402 and 403 denote client devices A,
B and C, and the configuration of each of these is shown as the
client device 200 in FIG. 2. The client device A 401 and the
client device B 402 are cameras having an imaging capability,
and the client device C 403 is a display that does not have an
imaging capability. Numeral 404 denotes the server device
having a function for providing an image SNS service and
whose configuration is shown as the server device 300 in FI1G.
3. The client devices A 401, B 402 and C 403 and the server
device 404 are identified by the IP addresses shown respec-
tively in FIG. 4.

In FIG. 4, firstly, in step S450, the client device A 401
identifies a stream that the image SNS service of the server
device 404 provides, and joins it. Similarly, the client device
B 402, in step S451, and the client device C 403, in step S452,
jointhe stream that the image SN service of the server device
404 provides. Here, it is assumed that the three client devices
A 401 through C 403 all joined a stream having the same
identifier out of the plurality of streams that the server device
404 provides.

The client device A 401, in step S460, makes a request to
the server device 404 for adding of a captured image to the
stream that it joined. The server device 404, having received
the request, performs distribution of the image in step S461 to
the client device B 402 participating in the same stream.
Similarly, the server device 404, in step S462, performs dis-
tribution of the image to the client device C 403 participating
in the same stream as the client device A 401. In this way, the
client devices B 402 and C 403 can share (can also use) the
image that the client device A 401 captured via the stream that
the server device 404 provides.

Next, a processing sequence for a case where the server
device performs load adjustment characteristic of the present
embodiment is shown in FIG. 5. In FIG. 5, each of the client
devices and the server device are the same as those shown in
FIG. 4. Specifically, the client devices A 401 and B 402 are
cameras having an imaging capability, the client device C 403
is a display that does not have an imaging capability, and the
server device 404 has a function for providing an image SNS
service. Also, the client devices A 401 through C 403 and the
server device 404 are identified by IP addresses as shown
respectively in FIG. 5.

In FIG. 5, firstly in step S550, as in step S450 of FI1G. 4, the
client device A 401 identifies a stream that the image SNS
service of the server device 404 provides and joins it. Next, in
step S551, the client device A 401 communicates setting
details for added-image conditions and a participant role for
the stream to the server device 404. Here, it is assumed that
the client device A 401 communicates to the server device 404
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that the participant role is “client device that “adds” images”
and the added-image conditions is “image size=[., image
quality=high”.

Next, in step S552, as in step S451 in the above described
FIG. 4, the client device B 402 joins a stream that the image
SNS service of the server device 404 provides. Next, in step
S553, the client device B 402 communicates setting details
for added-image conditions and a participant role for the
stream to the server device 404. Here, it is assumed that the
client device B 402 notifies the server device 404 that the
participant role is “client device that “adds” images” and the
added-image conditions are “image size=M, image
quality=low”.

Next, in step S554, in the same was as in step S452 of FIG.
4, the client device C 403 joins a stream that the image SNS
service of the server device 404 provides. Next, in step S555,
the client device C 403 communicates setting details for
added-image conditions and a participant role for the stream
to the server device 404. Here, it is assumed that the client
device C 403 notifies the server device 404 that the participant
role is “client device that “acquires” images™ and the added-
image conditions are “none”.

The server device 404, having received data from each
client device, determines added-image conditions for each
client device, in step S560; the details of this will be explained
later using FIG. 8.

After this, the server device 404 applies the added-image
conditions determined in step S560 to the client device A 401
in step S561, and the client device B 402 in step S562 respec-
tively.

Next, in step S570, the client device A 401, in the same way
as in step S460 in the above described FIG. 4, makes a request
to the server device 404 to add a captured image to the joined
stream. The server device 404, having received the request,
performs distribution of the image, in step S571, to the client
device B 402 participating in the same stream. Similarly, the
server device 404, in step S572, performs distribution of the
image to the client device C 403 as well. In this way, the client
devices B 402 and C 403 can share (can also use) the image
that the client device A 401 captured via the stream that the
server device 404 provides.

Data Structure

Here, FIG. 6 shows an example of a structure of data for
stream management managed by the server control data
retention unit 308 in the server device 300 of the present
embodiment. As shown in the same figure, the server control
data retention unit 308 retains information for an actual fre-
quency of updating data including adding data and a number
of client devices currently participating for a plurality of
streams that the server device 300 manages. According to the
data example for stream A shown in the same figure, the
number of client devices participating in a role in which they
“add” images to stream A is 1000 at this point. Also, the
number of client devices participating in a role in which they
“acquire” images from stream A, is 10000 at this point. Note,
clients that “add” images are often clients that “acquire”,
simultaneously. Also, the adding of data from a client device
to stream A is performed one or more times in less than a
second on average. Similarly, the number of participating
client devices, and the data addition occurrence frequency for
stream B and stream C are shown. The frequency of updating
data including adding data for each client device may be
acquired from a communication history. This data for stream
management is managed by the server control data retention
unit 308, and updated by the server application unit 302 to
continuously be up to date.
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Also, in FIG. 7, an example of a structure of data for client
device management which is managed by the server control
data retention unit 308 in the server device 300. As shown in
the same figure, the server control data retention unit 308
retains added-image conditions setting status of each client
device and information for identifying currently participating
client devices for the plurality of streams that the server
device 300 manages.

In the present embodiment, the client device 200 can set
image size and image quality as conditions (added-image
conditions) when image generation is performed. Set values
of the image size may be, for example, the set values of “L.
(large)”, “M (medium)” or “S (small)”. Also, set values of the
image quality may be, for example, “High (high quality)” or
“Low (low quality)”. The amount of image data actually
transferred between the client device 200 and the server
device 300 of the present embodiment is determined accord-
ing to parameters for both the image quality and image size
set for the image. Specifically, the amount of data is largest in
the case of “image size=L, image quality=High” and lowest
in the case of “image size=S, image quality=Low”. The server
control data retention unit 308 retains these image size and
image quality parameters as added-image conditions setting
content in the client devices currently participating in the
plurality of streams. The added-image conditions for each
client device may be acquired from a communication history.

Also, IP addresses are retained as information for identi-
fying client devices currently participating in the plurality of
streams. However, the client devices that are managed here is
limited to the client devices participating in the “add” image
role. In the example of FIG. 7, a client device identified by IP
address 150.61.1.8 is participating in stream A, and the
added-image conditions set for capturing on this client device
are “image size=L,, image quality=High”. A client device
identified by IP address 150.61.4.10 is also participating in
stream A and the added-image conditions set for capturing on
this client device area “image size=S, image quality=Low”.
Similarly for stream B and stream C a list of IP addresses for
identifying client devices participating with the “add” image
role and added-image conditions of each client device are
retained. Data for client device management is managed by
the server control data retention unit 308 and is continuously
kept up to date by the server application unit 302.

Server Processing

Detailed explanation will be given below for the load
adjustment processing shown executed for a stream that is the
target of adjustment (hereinafter referred to as the target
stream) (specifically, load adjustment processing shown in
the above described FIG. 5) using the flowchart of FIG. 8 in
the server device 300 of the present embodiment. FIG. 8
shows the details of step S560 through step S562 in the server
device 404 shown in the above described FIG. 5, and these are
executed by the server application unit 302. In the server
application unit 302, load adjustment is performed using data
saved by the server data management unit 305 and the server
control data retention unit 308 shown in the above described
FIG. 6 and FIG. 7.

Firstly, in step S810, for the target stream, the number of
client devices having the “add” image role is checked. This is
performed by using the data for stream management shown in
FIG. 6. Similarly, in step S820, the number of client devices
having the “acquire” image role for the target stream is
checked. This is performed by using the data for client device
management shown in FIG. 7.

Next, in step S830, a maximum load (predicted load) of the
server device predicted for the target stream is calculated as
follows from a frequency at which images are added by client
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devices and by the numbers of client devices for each role and
added-image conditions. Firstly, the frequency at which
images are added is confirmed from the data for stream man-
agement shown in FIG. 6. Also, the number of client devices
(percentage) having the image adding or acquiring roles is
acquired from the data for stream management shown in FIG.
6 in the above described step S810 and step S820. Accord-
ingly, in step S830, using this information, a maximum load
(predicted load) of the server device predicted for the target
stream can be calculated. Specifically, an image data amount
added within a predetermined time calculated from the data
for the target stream may be made to be the predicted load.

Next, in step S840, based on a load status for processing
other than that of the target stream at the current point in time
on the server device 300, a server load to be accepted for the
target stream (target load) is calculated as follows. Firstly, for
the processing load status of the server device at the current
point in time, acquisition is possible by querying of the server
OS unit 301. Also, information for the frequency at which
images are added can be acquired from the data for stream
management shown in FIG. 6. Also, the total numbers and
roles of client devices that could possibly connect to the target
stream are acquired from the data for stream management
shown in FIG. 6 in the above described step S810 and step
S820. Also, the current added-image conditions of each of the
client devices are acquired from the data for client device
management shown in FIG. 7. Accordingly, in step S840, an
accepted load (target load) of the server device that should be
made the target for the target stream can be calculated using
this information. Specifically, an image data amount that can
be added within a predetermined amount of time under the
current load status of the server device for the target stream is
calculated based on the data and this may be made to be the
target load.

Next, in step S850, the predicted load calculated in step
S830 and the target load calculated in step S840 are com-
pared. If the result of this comparison is that the predicted load
exceeds the target load, in step S860, a client device to be the
added-image conditions change target is selected.

In step S860, for example, a single client device which, as
aresult ofa predetermined change being applied to the added-
image conditions, would most reduce the load of the server
device for the target stream is selected. The selection is per-
formed using the data for client device management shown in
FIG. 7. Note, a change by which the data amount of images
added to the stream is reduced (image quality reduction) may
be performed as the added-image conditions change. For
example, in addition to change in image size or format (RAW
to JPEG, etc.), resolution reduction, and increased compres-
sion, forced switching from optical zoom to digital zoom, and
the like may also be considered. For example, when a change
in image size is performed as the change in added-image
conditions, the client device with IP address 150.61.1.8 is
selected as the change target for reducing load on stream A in
the example shown in FIG. 7. This is because the image size
of this client device is set to be higher than the other client
device with IP address 150.61.4.10 for stream A. In other
words, it is determined that there is a high likelihood that the
amount of image data created and load reduced will be more
in the case where the client device with the IP address
150.61.1.8 has, for example, the image size lowered one level.

Next, in step S870, a load of the server device predicted for
the target stream (predicted load) in the case where the pre-
determined change is applied to the added-image conditions
for the change target client device selected in S860 is calcu-
lated. This calculation of predicted load is performed by the
same method as is described above in step S830.
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After the predicted load is calculated in step S870 for after
the added-image conditions change of the client device, the
predicted load is once again compared with the target load in
step S850. In other words, in the present embodiment, com-
parison with the target load is performed, having as an initial
value, the predicted load calculated in step S830, and updat-
ing the predicted load in step S870.

In a case where the result of the comparison in step S850 is
that the predicted load still exceeds the target load, by per-
forming additional client device selection in step S860, the
number of client devices targeted for added-image conditions
changing is caused to increase. Specifically, in step S860, an
additional client device, other than the client devices already
selected as change targets, that would most reduce the load of
the server device by having its added-image conditions
changed is selected. Then, in step S870, the predicted load is
once again calculated after the change, and the above pro-
cessing is repeated until the predicted load is less than or
equal to the target load in step S850.

Ina case where the predicted load is less than or equal to the
target load in step S850, the processing proceeds to step S880,
and the added-image conditions changes are applied to all of
the client devices that were selected to be change targets in
step S860.

Note, the processing in step S810 through S870 shown in
FIG. 8 corresponds to the added-image conditions determi-
nation processing on each client device in step S560 of FI1G.
5. Similarly, the added-image conditions change processing
in step S880 corresponds to the after-change added-image
conditions application processing after the change to the cli-
ent device shown in step S561 and step S562 of FIG. 5.

Note, an example was shown in which, in steps S850
through S870 of the present embodiment, the number of
change target client devices is increased until the predicted
load reaches the target load, but a case can be conceived in
which the number of change target clients reaches an upper
limit. In this case, appropriate error processing may be per-
formed, but it is also effective to further change added-image
conditions.

As explained above, by the present embodiment, in a case
where it is predicted that the data transmission requests from
the client devices will exceed the current processing capabil-
ity ofthe server device, the amount of data added to the stream
by the client devices is controlled. With this, it is possible to
balance processing load of the server device and time taken
for data distribution.

<Second Embodiment>

Below explanation will be given for a second embodiment
of the present invention. Because the configurations of the
server device and the client device in the second embodiment
are similar to those of the first embodiment, explanation of
these is omitted. In the second embodiment, similar load
adjustment is performed to that of the first embodiment, but
the predicted load calculation processing of the server device
performed in step S830 and step S870 in FIG. 8 is different to
the first embodiment. In step S830 in the first embodiment, an
example was shown in which a load of the server device
(predicted load) predicted for each stream is calculated from
the frequency at which images are added by the client devices,
the number of client devices of each role and the added-image
conditions. According to the second embodiment, calculation
of a predicted load of the server device for each stream is
made using only either number-of-devices information for
client devices participating in the stream or frequency infor-
mation for image adding. Hereinafter calculation of the pre-
dicted load will be referred to simply as “load prediction”.
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Firstly, in a case where load prediction is performed with-
out using frequency information for image adding, whether or
not image data is already added to the stream becomes irrel-
evant. This kind of load adjustment by load prediction is
useful as a preventative measure against load increase in a
case where the number of client devices indicating participa-
tion is extremely large. For example, in case where load
prediction is performed for a stream corresponding to a spe-
cial event whose start time is determined in advance, it is
useful for guaranteeing a particular responsiveness capabil-
ity. Note, in this case, information for data update frequency
in data for stream management shown in FIG. 6 is unneces-
sary.

Here, in the above described special event, in a case where
image adding frequency is used for load prediction as in the
first embodiment, load prediction based on added-image con-
ditions of client devices cannot be performed until after the
special event has started. So, by not using frequency infor-
mation of image adding as with the second embodiment, it
becomes possible to take preventative measures before the
event by load prediction based on the number of participating
clients alone.

Also, load prediction using only frequency of image add-
ing for a special event in which the participation status of
client devices changes frequently is effective. For example,
considering a stream for a long period such as a few days of a
few weeks, itis expected that the client device digital cameras
will frequently be in a powered off state. In such cases,
because when load prediction is performed based on a num-
ber of participating clients the number of participating clients
rises and falls frequently due to powering off, an accurate
prediction cannot be made. In this case, by not using the
number of clients and only performing load prediction based
on frequency information of image adding, it is possible to
achieve a more appropriate prediction result. Note, in this
case, number-of-devices information of client devices with
the “add” role becomes unnecessary in the data for stream
management shown in FIG. 6.

As explained above, with the second embodiment, adap-
tive load adjustment is possible by performing load prediction
of'the server device based only on either frequency informa-
tion for image data adding of client devices or number-of-
devices information for client devices.

<Third Embodiment>

Below, a third embodiment according to the present inven-
tion will be explained. In the third embodiment the configu-
rations of the server device and the client device are similar to
those in the first embodiment and so their explanation is
omitted. As in the first embodiment, load adjustment is per-
formed in the third embodiment as well. The processing
related to changing the added-image conditions of the client
device performed in step S870 and step S880 in FIG. 8 and the
added-image conditions of each client device shown in the
data for client device management in F1G. 7 is different to that
of the first embodiment.

In the first embodiment, an example is shown in which
information for image size and image quality is retained as
content of an “added-image conditions™ field of the data for
client device management shown in FIG. 7. According to the
third embodiment, as the content of this “added-image con-
ditions” field “time interval” information for a time interval in
which each client device can add images to the stream is
further added. In other words, in the third embodiment, in a
case where the client added an image to a particular stream, it
cannot add another image until the time defined in the “time
interval” passes. On the server device, “time interval” infor-
mation in the data for client device management is made to be
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the target of added-image conditions change in step S870 and
step S880 in FIG. 8. Note, upon load prediction in step S830,
image adding frequency information in the data for stream
management in FIG. 6 is referenced and the above described
“time interval” setting is not referenced. In accordance with
changes in the “time interval” setting by the server device in
step S870 and step S880, the data adding frequency informa-
tion in the data for stream management in FIG. 6 is changed.

As explained above, with the third embodiment, more
adaptive load adjustment is possible by adding image adding
“time interval” information to the added-image conditions in
the client device.

<Fourth Embodiment>

Below, a fourth embodiment according to the present
invention will be explained. In the fourth embodiment the
configurations of the server device and the client device are
similar to those in the first embodiment and so their explana-
tion is omitted. According to the fourth embodiment, along
with the added-image conditions change processing of the
client device executed in step S561 and step S562 of FIG. 5
when load adjustment is performed in the first embodiment,
the change content is reported to the user.

In the fourth embodiment, it is assumed that it is the case
that the client device 200 in the above described first embodi-
ment is a digital camera. FIG. 9 is a view for showing sche-
matically an operation and display panel arranged on a back
side of a client device digital camera (hereinafter, simply
referred to as camera) in the fourth embodiment. In the same
figure, numeral 901 denotes a viewfinder which displays
visually to the user an image that the camera is to capture.
Numeral 902 denotes a shutter button, and when this is
pressed by the user, capturing of a still image or a video is
performed. Numeral 903 denotes a status lamp which indi-
cates information on the camera that changes such as an
energization state and a status for the amount of memory
remaining. Numeral 904 denotes an operation button which is
used when a user selects/determines a menu shown on a
display panel 905. Numeral 905 denotes the display panel
upon which display of a captured image or of the current
added-image conditions or display of menus by which vari-
ous functions are invoked is performed. Numeral 906 denotes
a speaker that can output audio.

In the fourth embodiment, on a camera to which a change
in added-image conditions was requested by the server device
in step S561 of FIG. 5, for example, it is reported to the user
using the above described display panel 905 or the like. In the
fourth embodiment, the method of reporting may be any of
the following independently or may be executed as a combi-
nation of the following.

Firstly, the added-image conditions are shown on the dis-
play panel 905 for the current time as shown in FIG. 9. In the
example of FIG. 9, “L/high quality” is displayed as the added-
image conditions for the current time in the upper left of the
display panel 905. Display may further be carried out so that
it can be known whether or not these added-image conditions
where changed by the server device.

Also, in as case where a setting was made so that another
image cannot be captured until a predetermined amount of
time elapses such as in the above described third embodi-
ment, an amount of time remaining until capture can be
performed once again may be displayed successively as
exemplified in “remaining time: 15 seconds” in the top right
of the display panel 905.

Also, reporting that the added-image conditions of the
camera changed may be performed using blinking or lighting
of'the status lamp 903 or by audio output from the speaker 906
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instead of displaying to the display panel 905. Also, notifica-
tion may be made by a method such as causing the housing of
the device itself to vibrate.

Also, indication of an status in which operation is not
possible may be made to the user by mechanically locking an
operation unit such as the shutter button 902 or the operation
button 904 in a case where the camera is in a state in which
capturing cannot be performed due to the time interval restric-
tion in the above described third embodiment or the like.

By the fourth embodiment, as explained above, it is pos-
sible to appropriately report to a user on the client device side
in a case where added-image conditions of the client device
were changed by the server device.

<Fifth Embodiment>

Below, a fifth embodiment according to the present inven-
tion will be explained. In the fifth embodiment the configu-
rations of the server device and the client device are similar to
those in the first embodiment and so their explanation is
omitted. According to the fifth embodiment, after the server
device executes load adjustment according to the processing
sequence shown in FIG. 5 in the same way as in the above
described first embodiment, load adjustment is performed
once again by further changing added-image conditions of
the client device.

In FIG. 10 an example of a processing sequence for load
adjustment in a fifth embodiment is shown. In FIG. 10, each
of'the client devices and the server device are similar to those
shown in FIG. 4, and furthermore the sequences of step S560,
step S561, step S562, step S570, step S571 and step S572 are
the same as the sequences shown in FIG. 5. After load adjust-
ment is executed in the same sequence as in FIG. 5 (steps
S560 through S572), the sequence from step S1010 is
executed to further change the added-image conditions of the
client in the fifth embodiment as shown in FIG. 10. In other
words, FIG. 10 is showing that processing of steps S1020
through S1070 is performed in a case where a different adjust-
ment result is obtained in a second load adjustment (step
S1010) to the previous time (step S560).

It is assumed that in FIG. 10, in step S560, a determination
is made to change the added-image conditions of each client
to a low resolution setting. However, a case is shown in which
after this, along with a status change such as arise or fall in the
number of clients participating in the stream, it was deter-
mined in step S1010 that the added-image conditions of each
of'the clients be changed to a high resolution setting. Specifi-
cally, in this case, the values of the calculated predicted load
and the target load are different in step S560 and step S1010,
and the comparison result in step S850 is reversed. In other
words, in step S1010, the predicted load is less than the target
load by a large amount.

In this case, in step S1020, as in step S561, a request is
made to the client A to change the added-image conditions.
The change content here is different on the point that whereas
in step S561 there was a resolution reduction, in step S1020 a
resolution increase is requested. Also, in step S1030, as in
step S562, a request is made to the client B for an added-
image conditions change, but whereas a resolution reduction
was requested in step S562, a resolution increase is requested
in step S1030. Note, in a case where a request is made for a
resolution increase to the client devices by the server device in
this way, the clients are selected in an order from the one that
will contribute the least to a server load increase in step S860
in the flowchart shown in FIG. 8. With this, it is possible to
distribute high resolution images to more client devices.

The client device A 401 that receives the added-image
conditions change request in step S1020, in order that image
data added (transmitted) to the stream at a low resolution
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setting in step S570 in the load adjustment of the previous
time be added to the stream at a high resolution this time,
makes another request to the server device in step S1040.

At this time, the client devices B 402 and C 403 each
received, in steps S571 and S572 respectively, distribution of
the image that the client device A 401 captured and added to
the stream in step S570, but in the fifth embodiment, distri-
bution in accordance with the retransmission in step S1040 is
further performed. In other words, the client devices B 402
and C 403 can receive the re-distribution of higher resolution
images in steps S1060 and S1070 respectively.

With the fifth embodiment as explained above, it is pos-
sible to once again distribute at a high resolution an image that
was previously transmitted at a low resolution in a case where
the high resolution image became distributable due to a status
change.

Note, in the fifth embodiment an example is shown in
which after initially performing resolution reduction setting
of the data on the client device, resolution increase setting is
performed if the server load status improves. However, the
client setting change is not limited to this temporal order. For
example, configuration may be taken so that the processing
shown in FIG. 8 from step S860 is performed if, in step S850,
the predicted load is larger than the target load, and client
device resolution increase setting is performed in a case
where the predicted load is less than the target load by a
predetermined threshold.

<Other Embodiments>

Aspects of the present invention can also be realized by a
computer of a system or apparatus (or devices such as a CPU
or MPU) that reads out and executes a program recorded on a
memory device to perform the functions of the above-de-
scribed embodiment(s), and by a method, the steps of which
are performed by a computer of a system or apparatus by, for
example, reading out and executing a program recorded on a
memory device to perform the functions of the above-de-
scribed embodiment(s). For this purpose, the program is pro-
vided to the computer for example via a network or from a
recording medium of various types serving as the memory
device (e.g., computer-readable medium).

While the present invention has been described with refer-
ence to exemplary embodiments, it is to be understood that
the invention is not limited to the disclosed exemplary
embodiments. The scope of the following claims is to be
accorded the broadest interpretation so as to encompass all
such modifications and equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application No. 2012-183593, filed Aug. 22, 2012, which is
hereby incorporated by reference herein in its entirety.

What is claimed is:

1. An information processing apparatus which is connected
to a plurality of information processing terminals via a net-
work, comprising:

an acquisition unit configured to acquire data that is repeat-
edly generated at and uploaded from at least one of the
plurality of information processing terminals;

a detection unit configured to detect connection status
information of the plurality of information processing
terminals and a generation condition for data in the
information processing terminals, wherein the genera-
tion condition indicates a parameter used in generating
data to be uploaded to the information processing appa-
ratus by the information processing terminal;

a derivation unit configured to derive a predicted data
amount predicted to be uploaded in a unit time to the
information processing apparatus and a processable data
amount that the information processing apparatus is
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capable of processing in a unit time based on at least one
of the connection status information or the generation
condition; and

a request unit configured to make a request to at least one

information processing terminal, in a case where the
predicted data amount exceeds the processable data
amount, to change the generation condition for data in
the at least one information processing terminal in order
to lower a data amount.

2. The information processing apparatus according to
claim 1 wherein the request unit is further configured to
instruct the at least one information processing terminal to
use the changed generation condition in order to reduce a data
amount that the at least one information processing terminal
uploads.

3. The information processing apparatus according to
claim 1 wherein the request unit is further configured to select
an information processing terminal to which to make a
request to change the generation condition, out of the plural-
ity of information processing terminals, and to make a request
to the selected information processing terminal to change the
generation condition.

4. The information processing apparatus according to
claim 1 wherein the request unit is further configured to select
information processing terminals, out of the plurality of infor-
mation processing terminals, in order of a data amount that
the information processing terminals upload in a unit time
from the largest, and to make a request to the selected infor-
mation processing terminals to change the generation condi-
tion.

5. The information processing apparatus according to
claim 1 further comprising a receiving unit configured to
receive a request for a downloading of data from at least one
of' the plurality of information processing apparatuses.

6. The information processing apparatus according to
claim 1 further comprising a retention unit configured to
retain the uploaded data.

7. The information processing apparatus according to
claim 1 wherein the connection status information indicates
at least one of a number of the information processing termi-
nals that upload data or a frequency in which the data is
uploaded to the information processing apparatus.

8. The information processing apparatus according to
claim 1 wherein the data is image data and the generation
condition indicates a size and/or a resolution of the image data
to be uploaded.

9. The information processing apparatus according to
claim 1 wherein, the request unit is further configured to, in a
case where the predicted data amount is less than the process-
able data amount, change the generation condition of at least
one information processing terminal in order to increase a
data amount to the processable data amount.

10. The information processing apparatus according to
claim 1 further comprising a collection unit configured to
collect from each of the information processing terminals the
generation condition that the image processing terminal uses.

11. The information processing apparatus according to
claim 1 wherein one of the information processing terminals
is a camera and the acquisition unit is further configured to
acquire captured images from the camera in real time and the
camera captures the images in accordance with the generation
condition.

12. A data distribution system having a plurality of infor-
mation processing terminals and an information processing
apparatus which is connected to the plurality of information
processing terminals via a network,

the information processing apparatus comprising:
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an acquisition unit configured to acquire data that is repeat-
edly generated at and uploaded from at least one of the
plurality of information processing terminals;

a detection unit configured to detect connection status
information of the plurality of information processing
terminals and a generation condition for data in the
information processing terminals, wherein the genera-
tion condition indicates a parameter used in generating
data to be uploaded to the information processing appa-
ratus by the information processing terminal;

a derivation unit configure to derive a predicted data
amount predicted to be uploaded in a unit time to the
information processing apparatus and a processable data
amount that the information processing apparatus is
capable of processing in a unit time based on at least one
of the connection status information or the generation
condition; and

a request unit configured to make a request to at least one
information processing terminal, in a case where the
predicted data amount exceeds the processable data
amount, to change the generation condition for data in
the at least one information processing terminal in order
to lower a data amount.

13. A method of controlling an information processing
apparatus which is connected to a plurality of information
processing terminals via a network, the method comprising:

acquiring data that is repeatedly generated at and uploaded
from at least one of the plurality of information process-
ing terminals;

detecting connection status information of the plurality of
information processing terminals and a generation con-
dition for data in the information processing terminals,
wherein the generation condition indicates a parameter
used in generating data to be uploaded to the information
processing apparatus by the information processing ter-
minal;

deriving a predicted data amount predicted to be uploaded
in a unit time to the information processing apparatus
and a processable data amount that the information pro-
cessing apparatus is capable of processing in a unit time
based on at least one of the connection status informa-
tion or the generation condition; and

making a request to at least one information processing
terminal, in a case where the predicted data amount
exceeds the processable data amount, to change the gen-
eration condition for data in the at least one information
processing terminal in order to lower a data amount.

14. A non-transitory computer-readable storage medium
storing a program for causing a computer which is connected
to a plurality of information processing terminals via a net-
work to:

acquire data that is repeatedly generated at and uploaded
from at least one of the plurality of information process-
ing terminals;

detect connection status information of the plurality of
information processing terminals and a generation con-
dition for data in the information processing terminals,
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wherein the generation condition indicates a parameter
used in generating data to be uploaded to the information
processing apparatus by the information processing ter-
minal;

derive a predicted data amount predicted to be uploaded in

a unit time to the information processing apparatus and
aprocessable data amount that the information process-
ing apparatus is capable of processing in a unit time
based on at least one of the connection status informa-
tion or the generation condition; and

make a request to at least one information processing ter-

minal, in a case where the predicted data amount
exceeds the processable data amount, to change the gen-
eration condition for data in the at least one information
processing terminal in order to lower a data amount.

15. The information processing apparatus according to
claim 1, wherein:

the detection unit is further configured to detect frequency

information indicating frequency of data uploaded from
the information processing terminal to the information
processing apparatus; and

the derivation unit is further configured to derive the pre-

dicted data amount predicted to be uploaded in a unit
time to the information processing apparatus based on
the frequency information.

16. The information processing apparatus according to
claim 1, wherein the detection unit is further configured to
detect information of an event held at a predetermined time,
and the derivation unit is further configured to derive the
predicted data amount based on the information of the event.

17. The image processing apparatus according to claim 1,
wherein at least one of the plurality of information processing
terminals is a camera, wherein the request unit is further
configured to request the camera to capture an image using
image capturing settings in accordance with the generation
condition.

18. The image processing apparatus according to claim 1,
wherein at least one of the plurality of information processing
terminals is a camera, wherein the request unit is further
configured to control the camera to disable an image captur-
ing function while an image capturing interval is less than an
interval in accordance with the generation condition.

19. The image processing apparatus according to claim 1,
wherein the request unit is further configured to control the at
least one information processing terminal to notify a user of
the at least one information processing terminal of change of
the generation condition by means of at least one of a visual
output, an audible output, or vibration.

20. The image processing apparatus according to claim 1,
wherein the derivation unit is further configured to derive a
predicted data amount predicted to be uploaded in a unit time
to the information processing apparatus and a processable
data amount that the information processing apparatus is
capable of processing in a unit time based on the generation
condition.



